i?‘% electronics

Article

An Enhanced LBPH Approach for Face Recognition Affected
by Ambient Light in Data Transmission Planning

Yeong-Chin Chen **, Yi-Sheng Liao !, Hui-Yu Shen 2, and Yue-Jun Shen?

@ﬁon: Lastname, F.; Lastname, F.;
Lastname, F. Title. Electronics 2022,
11, x. https://doi.org/10.3390/xxxxx

Academic Editor: Firstname

Lastname

Received: date
Accepted: date
Published: date

Publisher’s MDPI

neutral with regard to jurisdictional

Note: stays

caims in published maps and

institutional affiliations.

Copyright: © 2022 by the authors.
Submitted for possible open access
publication under the terms and
conditions of the Creative Commons
Attribution  (CC BY)
(https://creativecommons.org/license

s/by/40j).

license

Department of Computer Science and Information Engineering, Asia University, Taichung 413, Taiwan
Department of Information and Network Communications, Chienkuo Technology University, Changhua
500, Taiwan

Correspondence: ycchenster@gmail.com, neuro168@gmail.com

"

*

Abstract: Changing the ambient lighting will blur the contours of objects in the image, which greatly
impacts subsequent identification especially in many outdoor face recognition applications (such as
face recognition payment). Therefore, it is important to find an algorithm that can capture the major
features of the object with ambient light changes. In this paper, image recognition takes face
recognition as an example to analyze the differences between Local Binary Patterns Histograms
(LBPH) and OpenFace deep learning neural network algorithms and compares the accurate and
error rates of face recognition in different environmental lighting. According to the prediction
results of 13 images based on grouping statistics, the accurate rate of face recognition of LBPH is
higher than that of OpenFace in scenes with changes in ambient lighting. When the azimuth angle
of the light source is more than +/- 25° and the elevation angle is +000°, the accurate rate of face
recognition is low. When the azimuth angle is between +25° and -25° and the elevation angle is
+000°, the accurate rate of face recognition is higher. Through the experimental design, the results
show that in concern with the uncertainty of illumination angles of lighting source, the LBPH
algorithm does have the advantage of higher accuracy in face recognition. In terms of the ability to
recognize and deliver informative data images, the data picture produced has become a feasible
solution to the problem of various CCTVs data transmission.

Keywords: LBPH; OpenFace; ambient light; face recognition

1. Introduction

In industrial manufacturing, manufacturers produce large numbers of products by
orders, but the manufacturing process will cause partial defects in the products. In the
past with underdeveloped technology, manual inspection for product defects was always
needed. With the development of imaging technology in recent years, it is possible to
automatically screen products for defects through Automatic Optical Inspection (AOI).
AOI will classify the flaws into different types, trace the cause of the defects generated by
the production machine, and adjust the machine’s parameters to reduce the incidence of
defects [1]. There are several common steps in image recognition: image capture, image
preprocessing, model training, image prediction, and output results of recognition [2].
However, in the process of AOI screening for defects, a lack of light sources around the
product may result in unclear lines or features of the defect when extracting the product’s
image, affecting subsequent identification. Therefore, in the process of AOI, additional
light sources kept within a certain range to enhance the lighting of the product is crucial.

Face recognition has become a major interest in AOI image processing and computer
vision because of its non-invasiveness and easy access. Extracting face features with good
discrimination and robustness, and constructing efficient and reliable classifiers has
always been the focus of face recognition research [3].
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With the breakthrough of Artificial Intelligence (Al) algorithms, the convenient data
collection by the development of the Internet, and the continuous improvement of
hardware performance, the accuracy of the face recognition model is greatly improved.
The accuracy of face recognition by Al even surpasses that of humans. In recent years,
face recognition applications have sprung up prosperously in Taiwan and all the world
such as: M-Police face recognition in Police Department, smartphone’s Face ID face
unlocking [4], Entry and exit systems of unmanned shops, library book checkout systems,
airport entry and exit systems, etc. [5] [6] .

Most commercially available automatic systems currently use fixed Closed-Circuit
Television (CCTV) cameras, which enables for the deployment of efficient identification
and tracking algorithms, as shown in Figure 1. Following the acquisition of meaningful
data by CCTV camera, it is critical to ensure that the control room receives the same and
authentic data in order to take any action or send an alarm signal to various departments.
Unfortunately, even high-quality CCTV cameras have a resolution of 720x480, with low-
end cameras having a far lower resolution. This makes activities requiring high resolution
and picture quality, such as face detection, recognition, and forensic tests, extremely
challenging, particularly when subjects are scanned from a remote.
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Figure 1. Framework of data transmission in CCTV system

The significance of the viewpoint is also required for CCTV system. The quality of
the generated image is largely determined by the angle, defining the viability of the visual
task, and simplifying its performance. As a consequence, intelligent CCTV sensors are
required, from which recorded scene features can contribute to the recognition of
unfamiliar objects by disambiguating between different interpretations. In short, visibility
is essential for the sensor to recognize a feature [7].

Since there are several cameras, it would generates a substantial number of
redundant and unvaluable image data, which causes problems such as looking for
informative and valuable data from the stack of acquired data, as well as continual
bandwidth loss [8].

Furthermore, image quality should be significantly increased when the relationship
of illumination as well as the object area to be captured is thoroughly evaluated, to
produce more informative photos, and making further processing much easier. Therefore,
there is a need to useful data recognition and selection before passing it into the secure
data transmission to control room. In this research, we provide a method for investigating
image visibility scenarios with varying degrees of ambient lighting by considering
previous research on face recognition.

There are two major processes in the course of face recognition: facial detection and
facial identification. Among algorithms for facial detection, the most common being Haar-
Cascade [9] and Histogram of Oriented Gradients (HOG) [10] classification methods. The
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Haar-Cascade classifier is based on detecting Haar-like features. Using these as feature 87
extractors with a multi-stage weak classification process (cascading), one can build ahigh- 88
accuracy face dassifier. The HOG algorithm divides image to small cells and calculates a 89
histogram of gradient directions. With the fusion of grouped cells, the most frequent 9
gradient direction in a block is kept. The resulting HOG descriptors are used to traina 91
classifier, such as a Support Vector Machine (SVM), to detect faces. 92

Popular methods in facial identification include traditional machine learning, e.g., 93
Eigenface [11], Fisherfaces [12] and local binary patterns histogram algorithm (LBPH) [13]. 94
Another important model in facial identification is neural network model, in which deep
neural network (DNN) [14] and convolutional neural network (CNN) [15] are widely
adopted. OpenFace [16] is a DNN model for face recognition based on Google’s FaceNet
paper [17]. It is implemented through Python and Torch.

I. Mondal et al [18] proposed an electronic voting system for elections to ensure that
each voter only casts once. Through the deep learning (CNN), the voter's face was 100
recognized and verified. After the valid identity was confirmed, the vote could be made. 101
The face data was deleted from the system ﬁer the vote process was completed. 102

L. Zhuang et al [19] proposed a new method based on deep learning to solve the 103
adverse effects of environmental lighgarhanges in the process of face recognition. Firstly, 104
a method of light preprocessing was applied to reduce the adverse effects of strong light 105
changes on the face image. Secondly, the Log-Gabor filter was used to obtain Log-Gabor 106
feature images of different sizes and directions, and then the Local Binary Pgtern (LBP) 107
was used to extract the features. Finally, the texture feature histogram was formed and 108
inputted into the Deep Belief Network (DBN) for training. 109

J. Howse [20] used Haar cascade classifiers and methods such as LBPH, Fisherfaces, 110
or Eigenfaces for object recognition, applied the detectors and classifiers on face 111
recognition, and suggested the possibility of transferring to other fields of recognition. V. 112
B.T. Shoba etal [21] proposed LBPH plus CNN's face recognition method, whichnotonly 113
reduced the computational cost, but also improved the face recognition accuracy to 98.6% 114
in the Yale data set. 115

OpenFace is an open-source library that rivals the performance and accuracy of 116
proprietary models. Another benefit of OpenFace is that the development of the model is 117
mainly focused on real-time face recognition on mobile devices, so the model can be 118
trained with high accuracy with very little data [16]. Because of these advantages, 119
openface has been used in facial behavior analysis toolkit and get outstanding results [22]. 120

Although face recognition technology has made great breakthroughs in recent years, 121
it is still affected by different environmental lighting, resulting in a significant declinein 122
accuracy and system failure. Thus, overcoming the adverse effect of ambient light is still 123
one of the core problems of face recognition [23]. 124

There are several reports or literatures investigate the effect of face recognition 125
algorithms under different lighting conditions [24], but the detailed description about 126
different lighting angles will affect the accuracy of programsis not mentioned. The LBPH 127
algorithm has good robustness to extract important features of objects even with changes 128
in environmental lighting. Here we train and test the LBPH and OpenFace face 129
recognition models on Google's Colaboratory and compare the accuracy between two face 130
recognition algorithms with changes in the degree of environmental lighting. Our 131
findings are applicable to automated vision systems, which employ advanced algorithms 132
to detect and track numerous pictures from multiple cameras. The analytical results can 133

€8 8RS

be utilized to recognize the object in a variety of lighting conditions. 134
2. Research Materials 135
2.1. Data set 136

The Extended Yale Face Database B data set [25] is a gray-scale face image dataset. 137
Two data sets are provided: 138
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139

Figure 2. Original image with azimuth angle of +130° to -130° }fl)
142

1. Figure 2 is the original image with an azimuth angle of +130° to -130°, the size is 143
640x480 pixels, and there are 28 people in files and 16,128 images in total. Each person has 144
9 poses, 64 images of environmental lighting changes, and a total of 576 images. 9 145
postures: posture 0 is the front posture, postures 1, 2, 3, 4, and 5 are about 12° from the 146
camera's optical axis (distance from posture 0), and postures 6, 7 and 8 are about 24° [26]. 147

149
Figure 3. Face image with an azimuth angle of +130° to -130° 150

151

2. Figure 3 shows face images with an azimuth angle of +130° to -130°, all manually 152
aligned, cropped, and adjusted to 168x192 pixels. There are 38 people in total, and a total = 153
of 2,432 images. There is only one posture for each person, 64 images of environmental 154
lighting changes, and a total of 64 personal images. In this paper we use these face images 155
for face recognition [27]. 156
64 kinds of ambient lighting are composed of different azimuth and elevation angles. 157

The ?uth angle ranges from +130° to -130°. The elevation angle ranges from +090° to - 158
040°. A positigym azimuth angle indicates that the light source is on the right side of the 159
object, while a negative azimuth angle indicates that the light source is on the left side of 160
the object. A positive elevation angle means above the horizon, and a negative elevation 161

angle below the horizon. 162
163
2.2. Google Colaboratory 164

Google's Colaboratory (Colab) provides an interactive environment that allows 165
people to write and execute Python programs and Linux commands on the browser and 166
use TPU and GPU at no cost. Therefore, Colab is suitable for training the small neural 167
network model. In addition, Colab is not a static web page, but a "Colab notebook”. One 168
can edit the code, add comments, pictures, HTML, LaTeX and other formats, execute the 169

code in sections, and save the current output results on Colab. 170
171
2.3. Python libraries 172
The face recognition algorithms and packages used in this paper are all writtenin the 173
Python 3 programming language. Main libraries used are shown in Table 1: 174
175
Table 1. List of python libraries. 176
Library purpose
opencv image processing, LBPH face recognition
imutils image processing (package opencv part of the API)
keras data enhancement
numpy array and matrix operations

sklearn machine learning
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pickle object serialization and deserialization
sqlite3 database operations
matplotlib visualized graphics presentation

177

The opencv and imutils packages are mainly used for image processing. The opencv 178
functions include building LBPH face recognition models, reading images and caffe, 179
executing tensorflow and other deep learning models, image preprocessing, capturing 180
images from cameras, and displaying images. The imutils program is used in conjunction 181
with opencv to calculate the number of image frames, resize the image, and maintain the 182
image’s aspect ratio. The keras library is used for data enhancement. Itrandomly performs 183
operations such as horizontal translation, vertical translation, zooming, and horizontal 184
flipping on the image to generate many similar images, increasing the number of images 185
for training. The numpy library is used for one-dimensional array and matrix operations 186
(images). The sklearn library is used to split the training set and test set, do label coding, 187
execute model performance evaluation, and implement OpenFace's classifier —SVM. The 188
pickle library is used to save the state of the object as a binary file for use in the next import 189
program, training and test data, trained SVM classifier and label encoder (LabelEncoder). 190
The sqlite3 library is used to store image paths, prediction results, and statistical results 191

of training and testing. The matplotlib library is used to visualize the statistical results. 192
193
2.4. Data Transfer 194

Sending high-resolution multi-spectral pictures between a camera and an application 195
can be particularly difficult, especially if transfer durations must be reduced or equal to 1%
image frame timings to avoid congestion in image data transmission [28]. 197

Figure 4 describe a method to delivering pictures to clients over various transceiver 198
connections that matches diverse transceiver technologies such as Ethernet, ESATA/SAS 199
and PCI Express standards data is transmitted over the transceiver lines from the source, 200
without any modifications in format or image processing. 201

202
203
Image dataset of I
'l'i;?ﬁng system Image transfer
Image processing Personal Computer

Recognized image algorithmiools at control room
204
205
Figure 4. The process of image recognition from multiple cameras into PC 206
207

After receiving and transferring the image to a personal computer (PC) in the control 208
room, the suggested approaches, LBPH and OpenFace are utillized to validate the images. 209
In the next part, the image dataset was evaluated and successfully recognized the image’s 210

features. 211
3. Experiment Methods 212
3.1. LBPH: face recognition algorithm 213

LBPH is a method that can extract the texture features of the image through a local 214
binary pattern (LBP) and conduct statistics through a series of histograms. Finally, after 215
calculating the face distance by Euclidean distance, LBPH outputs the classification result. 216
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3.2. OpenFace: face recognition algorithm

500k cropped training images Sample images
v
Neural Network

preprocessing
v Result
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FaceNet's Inception / Trained Neural Network dgb
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Face Representation
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FaceNet'’s Triplet Loss e -

Figure 5. OpenFace nn4.small2 network structure

The model used in the research is OpenFace model nn4.small2.v1, and the network
struc! is shown in Figure 5. The accuracy of this model is 0.9292 + 0.0134 [29], which is
based on the Labeled Faces in the Wild (LFW) data set [30] as a benchmark. The Area

Under Curve (AUC) is close to 1, which means the high accuracy of the model's prediction.
The AUC of the nn4.small2.v1 model is 0.973.

3.3. Data preprocessing

Dataset of 31 persons’ images

(o

yaleB0l 31 folders according to persons

: - _@ 7 folders according to elevation angles

? folders containing one azimuth
: 20 expanded images from one image file

Figure 6. Group directory structure

First, download 38 person’s pre-cut face images in Ee Extended Yale Face Database
B data set from the website, and convert the images’ format from PGM to JPEG for better
image management. Among the downloaded images, 7 persons’ images are partially
damaged and removed, and the remaining 31 persons will be applied in the research.

Next, select one of 31 persons as the reference and 62 images (including duplicate
images) from 64 images of the reference, divide these images into 7 groups according to
the elevation angles (refer to Table 2), create 7 folders with the group name, and put
images into the corresponding folder. Use the procedure to recur the remaining 30 persons
with the same process as that of the reference person as shown in Figure 6. Use data
enhancement technology for each image in each group by randomly panning, zooming,
and flipping the images horizontally. Each image is expanded to 20 images and is stored
in a folder with the same name as the image itself.
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Finally, the 62 original images for each person are removed from the 7 group folders. 257

Refer to Figure 7 for the complete process above. 258
259
260
Start
Download pre-cut images (38 Recur the remaining persons Use data enhancement
persons) in The Extended Yale with the same process. technology randomly for each
Face Database B. f image and expand to 20
' Divide 62 images into 7 mages.
Convert the images’ format folders with the ‘

from PGM to JPEG. corresponding group names. Remove 62 original images for
; f each person from the 7 group
Remove 7 persons’ damaged Select one person as the folders.
images and use the remaining reference and 62 images from ¥
31 persons’ images. 64 images of the reference. End

261
Figure 7, Data set processing flow chart 262
263

To briefly explain the rules of naming image names, the image name of 264
yaleB01_PO0A+000E+00 in Table 2 is used as an example: yaleB01 represents a person's 265
name, and the three capital English letters P, A, and E represent Posture, Azimuth, and 266
Elevation respectively. In this study only one posture existed in every person, and thusis 267

recorded as P00. 268
269
Table 2. List of images grouped in one of 7-groups (group-A+120--120E+00) 270

Group name Image name

yaleB01_P00A+000E+00
yaleB01_P00A+010E+00
yaleB01_P00A+025E+00
yaleB01_P00A+050E+00
yaleB01_P00A+070E+00
yaleB01_P00A+095E+00
yaleB01_P00A+120E+00
yaleB01_P00A-010E+00
yaleB01_P00A-025E+00
yaleBO1_PO0A-050E+00
yaleB01_P00A-070E+00
yaleB01_P00A-095E+00
yaleB01_P00A-120E+00

A+120--120E+00

271
3.4. Data set split 272
273
Table 3. Number of images in training set and test set after data enhancement 274
Item Number of sheets Number of images
Training set 31 peoplex62 sheetsx20 sheetsx0.8 30,752
Test set 31 peoplex62 sheetsx20 sheetsx0.2 7,688
Totally 31 peoplex62 sheetsx20 sheets 38,440

275
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As shown in Table Il the images after data enhancement are divided into two 276
parts: 80% of the images are the training set, and 20% of the images the test set. However, 277
it is different from the traditional splitting method. Traditionally, 80% of the images of 278
everyone's images are added up to form the training set, and 20% of the images of 279
everyone's images are added up to form the test set. 280

In this paper, the new splitting method is to read the 20 images after each data 281
enhancement in each group of personal images and split each group into a training set 282
and a test set. So that in each enhancement image group there are 16 training set images, 283
and 4 test set images. The number of sheets in the training setand test set for each personal 284

image is as the formulas (1) and (2). 285
286

Training set: 62 sheets x (20 sheets x 0.8) = 992 sheets (1) 287

Test set: 62 sheets x (20 sheets x 0.2) = 248 sheets (2) 288

289

Multiplying the formulas (1) and (2) by 31 (persons) the number of sheets in the 290
training set and test set as shown in Table 3. The reason for splitting immediately is that 291
the prediction accuracy of each image needed to be counted later. If the traditional data 292
splitting method is used, the data splitting will be uneven, and the subsequent statistics 293

will lose accuracy. 294
295
3.5. LBPH model training 296

First, divide the image list of the data set (all image paths) into a training setand a 297
test set, and store them in the Python list respectively. Next, extract the person's name 298
from the path of each image as a label, save itin the Python list. Finally, serialize theimage 299
path and label of each test set into a binary file, and save it to the hard disk. 300

Read the images of the training set, convert them to grayscale images, and add them 301
to the Python list. Through the label encoder, encode all tags into corresponding numbers 302
which represent the same person. Then all gray-scale images and encoded labels are sent 303
into the LBPH model for training. After the model is trained, save the LBPH model asa 304

yaml format file, and save the label encoder as a binary file through serialization. 305
306
3.6. OpenFace model training 307

First, divide the image list of the data set (all image paths) into a training setand a 308

test set, and extract the names of people from each image path as labels and store themin 309
the Python list. Then store the image paths and tags of the training set and the test setinto 310
the SQLite database respectively. 311
Read the image of the training set, set the image size to a width of 600 pixels, and the 312
height will automatically adjust with the width to maintain the aspect ratio. Use opencv's 313
blobFromImage function to perform channel exchange, feature normalization and image 314
size adjustment to 96x96 pixels. Send the image to the OpenFace pre-trained neural 315
network nn4.small2.v1 model for inference, and output a 128-dimensional feature vector. 316
Use numpy's flatten function to flatten the 128-dimensional vector into a one- 317
dimensional array and add the array to the Python list. After reading the images of the 318
test set, skipping a flattened procedure, the images of the test set are processed in the same 319
way as the training set, and finally stored in the Python. 320
While the labels are encoded in the same way as in LBPH, the 128-dimensional 321
feature vector of the training set and the encoded labels are sent into the SVM classifier 322
for training. After training, the SVM classifier, the label encoder, the 128-dimensional 323
feature vector of the test set, and the names of the test set are individually stored as binary =~ 324
files through serialization. 325
326

3.7. LBPH prediction image 327
Load the trained LBPH model and label encoder from the hard disk and retrieve the 328
image paths and tags of all test sets from the binary file. From the image path of each test 329
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set, extract the person's name, group name, and file name. Read all the images and convert
them into grayscale images and save them into the Python list. In the label part, the name
of the person is label-encoded, and converted into the corresponding number. Send all
grayscale images into the LBPH model for prediction. After the prediction is completed,
save the group name, file name, test label, prediction label, and prediction distance into
the Python list. Then use the Python dictionary to store the list with the name of the person
as the key and the data as the value and save the dictionary as a binary file through
serialization. Through deserialization, the binary dictionary file is read, and the person’s
name, group name, file name, test label, predicted label, and predicted distance in the list
are extracted out from the dictionary by using the name of the person as the key. Then
compare the test tags with the predicted tags one by one and record the identification
results. At the end, the serial number, group name, file name, test label, predicted label,
predicted distance, and identification result are stored in the SQLite database together.

3.8. OpenFace prediction image

Read the trained SVM dassifier, label encoder, test set images, and labels from
memory through deserialization. Encode the label through the label encoder and convert
it into a corresponding number. Use the SVM classifier to predict each test set image and
store the prediction results and probabilities. Get the image path of all test sets from the
SQLite database and get the file name and group name from it. Compare the label of the
test set with the predicted result and record the identification result. Finally, the serial
number, person name, group name, file name, coded test set label, predicted label,
predicted probability, and identification result are stored in the SQLite database.

3.9. Statistics and visualization

Obtain the prediction results from the SQLite database of LBPH and OpenFace
respectively. Count the number of correct and incorrect predictions for each image of each
group, and save the number, person name, group name, file name, status, and quantity
into the SQLite database.
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Figure 8. Grouped images of A+120--120E+00

For the visualization part, select the A+120--120E+00 grouping as shown in Figure 8
for more detailed statistics. This group consists of 13 photos, A+120--120 means the range
is from +120° to -120° in azimuth, and E+00 means elevation is 0°. The reason for choosing
this group is that the range of azimuth angles in this group is widely distributed, and E+00
makes illumination evenly in the longitudinal plane. With A+000 as the center, the lighting
effect is symmetrical on the face, and is easier to observe at which azimuth will the
accuracy rise or fall sharply.
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4. Results and Discussion

Cumulative error rate

. A120 A0S  mem AWOT0 050 025 A+010 A+000 A010 A025 A0S0 wmm AOT0 mmm ADSS mmm AL20

Figure 9. Comparison of the error rate of LBPH with different ambient light levels

Figure 9 is a stacking diagram of LBPH's A+120--120E+00 grouping error rate
comparison of different ambient light levels. Figure 10 illustrates the stacking method of
Figure 9. The bottom of the stacked image is the azimuth +120°, the center white block the
azimuth +000°, the top the azimuth -120°. The lower recognition error rate while closer to
the center white block, and otherwise higher. Therefore, the recognition error rate of the
uppermost and the lowermost blocks are the highest, and the recognition error rate
decreases as the azimuth angle approaches +000°.

-120°

O +oo0°

+120°
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Figure 10. Illustration of stacked graphs of different illumination error rates for a single user
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Figure 11. Comparison of error rate of OpenFace with different ambient light levels

Figure 11 is a stacking diagram of OpenFace's A+120--120E+00 grouping error rate
comparison of different ambient light levels. The recognition error rates of the uppermost
and the lowermost blocks are the highest and decrease as the azimuth angle approaches
+000°. Overall, OpenFace’s recognition error rate is about 20% to 49% higher than LBPH’s
in A+120--120E+00 grouped images.
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Figure 12. Average ambient lighting accurate rates of A+120--120E+00 group
Accuraterate= 33! ((Number of correctly identified sheets+4)x100%) +31  (3)

Figure 12 shows the average ambient lighting accurate rates of 31 people grouped by
A+120--120E+00. Formula (3) is the calculation formula for the average recognition
accurate rates of each azigysth angle in Figure 12.

Firstly, calculate the ratio of the number of correct predictions to the total number of
predictions, then convert the ratio into a percentage. Finally, sum up all the percentages,
then divide by 31 people to get the average.

For the picture with A+000° as the center line, the recognition accurate rate is almost
symmetrical. There is not much difference between the light source on the left or the right.
The closer the recognized azimuth angle is to azimuth +000°, the higher the recognition
accurate rate; the farther away the azimuth angle +000°, the lower the recognition accurate
rate. Overall, the recognition accurate rate of LBPH under changes in environmental
lighting is far better than that of OpenFace. Therefore, LBPH is more suitable for
applications in environments with light changes. From the figure, whether itis LBPH or
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OpenFace at the azimuth angle of -010°, the recognition accurate rate is the highest. LBPH
is 34.68% more accurate than OpenFace at the azimuth angles of -010°. LBPH is 38.71%
more accurate than OpenFace at the azimuth angles of +120°.
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Figure 13, Average ambient light error rate of A+120--120E+00 group

Error rate= ¥3! (Number of sheets with identification errors+4)x100%) +31  (4)

Figure 13 shows the average ambient light error rate of 31 persons grouped by A+120-
-120E+00, and formula (4) is the calculation formula for the averqdenﬁﬁcaﬁon error
rate of each azimuth angle shown in Figure 13. First, calculate the ratio of the number of
prediction errors to the total number of predictions, and convert it into a percentage.
Finally sum up all percentages and divide by 31 people to get the average.

With A+000° as the center line, the recognition error rate is almost symmetrical.
Overall, the overall recognition error rate of LBPH is much lower than that of OpenFace.
When both azimuth angles are in the range of +25° to -25°, the recognition error rate is
relatively low. When both azimuth angles are in the range of +50° to +120° and -50° to -
120°, the recognition error rate is relatively high. For LBPH, when the azimuth angle is
+50° to +25°, the identification error rate is reduced by 26.62%; when the azimuth angle is
-50° to -25°, the identification error rate is reduced by 17.74%. For OpenFace, when the
azimuth angle is +50° to +25°, the recognition error rate drops by 13.71%; when the
azimuth angle is -50° to -25°, the recognition error rate drops by 20.17%. From the azimuth
angle of +50° to +25° and -50° to -25° it is found that the recognition error rate is
significantly reduced.

It means that the change of the azimuth angle reduces the shadow on the face, and
the contours of the facial features are clearer, reducing the error rate of face recognition.

5. Conclusions and Future Work

From the results, LBPH is more suitable than OpenFace in recognition applications
with ambient lighting changes. When the light source is kept larger than the azimuth
angle of +25° or less than -25° and the elevation angle +000°, the shadows on the face will
increase and the recognition accuracy will be lower, otherwise the result will reverse.
According to the results of face recognition with changes in ambient light, compared to
the OpenFace recognition model, LBPH has superior performance in classification and
recognition.

Therefore, for image recognition (such as face recognition) that requires more
detailed output for line texture features, but is interfered by ambient light, LBPH will have
a greater level of recognition accuracy for its object recognition or classification results
compared to OpenFace. Furthermore, the previously made important image collection
can be employed in the subsequent data transfer process.
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Since the trained LBPH algorithm is very robust to changes in ambient light, it can
be deployed on a Raspberry Pi or other edge computing processors to be implemented in
access control systems with ambient lighting changes or related fields of applications,
such as facial payment systems.
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